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Two Xx86 Cores Tuned for Target Markets

A “Bulldozer”

Performance &
Scalablllty Mainstream Client and Server Markets

Low Power Small Cloud Clients

“BObca't” Markets Die Area Optimized

Flexible, Low
Power & Small
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- Designed for knee-of-the-curve IPC
features and low gates/clock

© 2011 desktop and server

Architecture:

“Bulldozer”

| DCache
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_ -u'pporting Multiple Threads
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* Increase shared bandwidth/capacity

© Aggressive features to benefit both
threads

— E.g. data prefetch
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efficient usage

ce allocation between threads
nefits:

r scalability and predictability than two

threads sharing a single core

- Throughput advantages for multi-threaded
workloads without significant loss on serial
single-threaded workload components

* When only one thread is active, it has full
access to all shared resources

© Estimated average of 80% of the CMP
performance with much less area and power *

“Bulldozer”
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L1 DCache

. 6 | Hot Chips | August, 2010

*Based on internal AMD modeling using benchmark simulations

AMDT

The future is fusion



. 64K Byte, 2-way
32-Byte fetch
| TLBs:
— L1: 72-
entry, FA, mixed page
sizes
— L2: 512-entry, 4-
way, 4K pages

Branch fusion
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— Shared Frontend
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Ld/ST Unit L1 DTLB L1 DCache =%

FP Ld Buffer ~ <= |d/ST Unit L1DTLB L1 DCache

Data Prefetcher

Shared L2 Cache
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per core
16K Byte

B: 32-entry fully
associative

- Fully out-of-order Id/st
— 2 128-bit loads/cycle
— 1 128-bit store/cycle

— 40-entry Load queue
24-entry Store queue
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Prediction Queue =% ICache
L1BTB ] 4
J Fetch Queue
L2 BTB
Ucode ROM - 4 x86 Decoders
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128-hit

FMAC
128-bit

FP Scheduler

FMAC

FP Ld Buffer

Data Prefetcher

Shared L2 Cache
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it FMAC pipes

128-bit packed
integer pipes

- PRF-based register
renaming

© Unified scheduler (for both
threads)
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Shared FPU
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cache
walker
8-way

s both |-side and
-side requests

- Multiple data prefetchers
(more on this later)

~ 23 outstanding L2 cache
misses for memory system
concurrency
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— Shared L2
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ree to run
diction queue

ce of future RIPs

essure is via full
queue stall

ion Fetch pipeline uses

future RIPs to check for future

misses in the shadow of a demand

miss

— Overlaps instruction miss
requests to L2/ memory

© Large L1 + L2 BTB capacity
captures footprint

. 11 | Hot Chips | August, 2010

rected | nstruction Prefetch

Non-sequential
Instruction Prefetch

AMDT
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efetchers
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ata prefetchers

efetcher
erformance characteristics

= Applicability to wide range of client and server workloads

— Backoff/throttling mechanism under heavy demand load

AMDT
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and Selection Mechanisms

; . = Vertical MT
cessor from viewpoint of software

SC Qs
- Core
»

_
SCQ FP RetQs
—p — _ —
Execution
. 13 | Hot Chips | August, 2010 AMDH
The future is fusion

== Single Thread
=== SMT/ thread agnostic

Req Q L2/CU
>

FP
packena




Feature Extensions

= Light Weight Profiling (LWP)

— Low-overhead user-level profiling
— Uses XSAVE state space

— Stores records for configured events
source operand capability = Instructions retired

=S set = Branches retired
- = FMAC subset (AMD 4-operand form)

— XSAVE state space management
‘o XOP Instructions
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d power gating

— Digitally measure activity to
estimate power

— Hardware uses higher frequency
when power limit allows

© Support for chip-level core
power gating
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Percent of TDP

y and APM

Power consumption varies greatly by workload
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* Based on internal AMD modeling using benchmark simulations
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t of AMD’s 2011 family of
h-performance processors

lar Design Approach

-~ Significant improvement in Performance/Watt/mm 2
— General purpose throughput

— Estimated average of 80% of the CMP performance with much
less area and power*

— Single-thread performance
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