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Agenda and Ant i- Agenda

Agenda

• The m arket  condit ions surrounding and inform ing Tulsa’s definit ion

• Guidelines for m aking high perform ance OLTP server processors

• Select ing am ongst  the opt ions for FSB m ult i-core processors

• Tulsa’s im plem entat ion experience

• Tulsa’s perform ance results

• Concluding rem arks

What  this talk is not  about (see references slides)

• The I ntel® 64 I SA

• The Netburst® Microarchitecture

• I ntel’s 65 nm  process technology
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Tulsa Feature Overview
Large shared 16M L3 cache

– Provides 70%  (and m ore)  perform ance boost  to 
applicat ions in exist ing plat form s

Two Netburst® (a.k.a. Pent ium ® 4)  cores on a 
single die target ing 3.4 GHz core frequency

– Four threads per processor with HT enabled on 
each core

Designed for exist ing 667/ 800 MT/ s FSB plat form s

Based on 65nm  process technology
– 150 and 95 Wat t  SKUs
– I ntel® Cache Safe Technologies

for im proved RAS
– Virtualizat ion technology for

im proved robustness
– SMBus system  m anagem ent

interface for bet ter m anageabilit y

Compelling features enabling a
performance boost, improved RAS, and manageability

Compelling features enabling a
performance boost, improved RAS, and manageability

3-load FSB
667 MT/s & 800 MT/s

CdM
Core

1MB L2

CDM
Core

Bus Interface

1MB L2

Shared L3 Cache
16MB

I nte l 7 5 0 1
North Br idge

CPU CPU CPU CPU

FSB A FSB B

XMB XMB

DRAM
DRAM

DRAM
DRAM

PCI  I / O
Truland
Plat form
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W here does Tulsa f it?

• General MP m arket  segm ent  expectat ion for perform ance growth:
40%  to 65%  “CAGR” (com pound annual growth rate)

• An MP plat form  has to last  for 30 to 36 m onths
– OEM validat ion and m arket ing costs are am ort ized over that  lifet im e

– Socket  com pat ible processors have to boost  perform ance 2x to 3x

• Truland (with its Twin Cast le cent ral agent )  spanned the single to 
dual core Xeon MP processor t ransit ion – a huge perform ance range

2006 2007

Truland Platform

2004 2005

6 7 5 M T
3 5 4  m m 2

5 0  nm  L EFF

3 2 2 M T
2 9 9  m m 2

5 0  nm  L EFF

1 .3 B T
4 2 4  m m 2

3 5  nm  L EFF

Potomac 8M
90nm

Paxville 2x2M
90nm

Tulsa 16M
65nm
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How  do you m ake a fast  MP Server  CPU?

• Pluses and m inuses of designing a processor for an exist ing plat form
– The plat form  is stable and reliable
– The system  interface is fixed

– The power envelope is fixed
– The m em ory subsystem  and I / O subsystem  are defined

• Opt im ize for the target  applicat ions
– Exam ples:  Transact ion Processing and Enterprise Resource Planning

• The com ponents and tools at  hand
– 65 nm  NetBurst core ( internally nam ed “Cedar Mill” )

• New core or radical changes were not  schedule or resource feasible
• Cedar Mill brought  power efficiency and reliabilit y benefits

– Silicon technology and capacity for a large cache in addit ion to two cores
– Experienced server CPU design team
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Opt im izing for  OLTP - I

• From  the processor perspect ive, a single t ransact ion can be 
described as:

– tTRAN is the t im e for a thread to com plete a t ransact ion
– PL is the “Path Length” – or num ber of inst ruct ions per t ransact ion

• This num ber is architecture and m icro-architecture dependent
• I t  also varies by perform ance level
• Linear approxim at ion derived from  plat form  experim ents

– TPI  is the average “Tim e per I nst ruct ion”
• Derived by m easuring t races of the applicat ion workload

– Mem is the num ber of serializing m em ory fetches per t ransact ion
• Derived from  system  m easurem ent

– Mem _Lat is the effect ive m em ory latency
• “effect ive” is the key here
• System  act ivity affects m em ory latency, too
• Overlapped execut ion helps!

tTRAN = PL x TPI + Mem x Mem_Lat
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Opt im izing for  OLTP - I I

• PL is pret ty m uch a given (but  you can work with the com piler folks)

• TPI  can be influenced ...
– ... by som e m icroarchitectural features such as buffer and cache size
– ... and by the core’s operat ing frequency

• Mem can also be influenced, too ...
– ... by the size of the core cache ( fewer core cache m isses)

• The real leverage point  is “Mem _Lat ”
– With an added level of cache hierarchy there’s a opportunity here
– I m portant  param eters cont r ibut ing to overall m em ory latency

• Cache hierarchy hit  t im e – both to hit / m iss and data return
• Cache hierarchy m iss t im e to system  fetch
• Cache hierarchy hit  rate
• I n a m ult i-core design:  cross-core snoop t im e

• More threads, of course can direct ly scale the performance – a first  
order effect .
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Three Paths to Mult i- Core Designs
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Mult i- Core Opt ion # 1 :
Join a t  the System  I nter face Pads
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PADS

P
CPU

PADS

PADS

P
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CPU CPU

Mult i- Core Opt ion # 2 :
Join a t  the Pad Digita l I nter face

PADS

PADS

P P

SysClk

SI-North

SI-South
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Mult i- Core Opt ions # 3 : I ntegrated UnCore
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Other  Aspects of Opt ions for  Mult iple  Cores

• The three approaches all increase the num ber of threads

• Opt ions 1 and 2 are alm ost  the sam e but  the choice between them  
m ay be dictated by system  topologies
– These opt ions rapidly provide the benefits of m ult i- core processors

– Cache sharing only through the FSB
– Seen in Xeon, I tanium , and even non- I ntel m ult i-core CPUs

• Opt ions 3 – efficient  sharing of the outer level cache ( “Last  Level 
Cache” or LLC)  offers perform ance scaling beyond thread counts
– The efficiency of core- to-unCore com m unicat ion is cr it ical

– Core fetches that  m iss the LLC have added latency to the system  interface
– A perform ance increase occurs when the saving from  servicing som e core 

fetches out  of the LLC out  weigh the added latency for LLC m isses
• There m ay also be system  interface queue latency benefit  from  the LLC
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The Tulsa Engineer ing Exper ience - I

• The Potom ac project  used its core’s FSB as the on-die interconnect
– At  the t im e, the design sim plificat ion was viewed as an acceptable 

t radeoff against  the latency/ perform ance consequences
– The latency benefit  of Potom ac’s on-die LLC was realized but  m uted 

som ewhat  by the FSB protocol’s inherent  latency

• There was som e t repidat ion about  replacing the FSB logic with a 
new, on-die interface
– The FSB logic is well understood – having perhaps a dozen incarnat ions

– The “Sim ple Direct  I nterface” (SDI )  replacem ent  logic prom ised bet ter 
perform ance but  was st ill in its design phase at  decision t im e

– A shared cache deviated from  Xeon’s t radit ional approach of adding m ore 
cache or another level of cache to the core’s cache m anagem ent  logic

– The latency and cache efficiency benefit  was so com pelling that  the r isk 
was judged appropriate
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The Tulsa Engineer ing Exper ience - I I

• Previous work suggested m em ory ordering and t ransact ion conflicts 
would be problem  areas
– The unCore m ust  act  like a br idge between the system  interconnect  and 

the cores – correct ly conveying global observat ion

– Mult iple t ransact ion in process can reference the sam e cache line 
requir ing conflict  detect ion and handling

– Opt im izing perform ance – by overlapping and re-ordering operat ions –
generally works against  ordering and puts pressure on conflict  handling
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The Tulsa Engineer ing Exper ience - I I I

• As it  turned out  .. .
– The efforts to im plem ent  the interface was considerably sm aller than first  

est im ated and was carr ied out  relat ively sm oothly
– Clocking – in general – and I ntel’s established technique for power 

m anagem ent  by frequency/ voltage scaling were m ore difficult  to 
im plem ent  than ant icipated

– The flexibilit y by t ranscending som e FSB protocol lim its accelerated 
perform ance and sim plified conflict  resolut ion
• Greater parallelism  of SDI  by rem oving som e sequencing requirem ents

• Rem oved com plet ion rest r ict ion on capacity evict ion operat ions
– Mem ory ordering as reflected in the cores required careful at tent ion, but  

earlier work proved effect ive with Tulsa

– Cache replacem ent  policies can play a dram at ic part  in LLC efficiency
• Changing Tulsa’s LRU update policy on core cache capacity evict ions 

yielded a double-digit  perform ance benefit  for OLTP applicat ions
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Tulsa unCore µArchitectural Diagram
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Tulsa Microarchitectura l Diagram  Notes:
Unit  Sum m ar ies w ith Rates and Bandw idths

• GBSQ holds t ransact ions issued by the cores and LLC capacity evict ions

• GSNPQ sequences FSB snoops to the LLC and cores

• GI NTQ conveys FSB interrupt  t ransact ions to the cores

• GDXU is a cache line register file (64 bytes each)

• GOQ preserves FSB cache line ownership t ransfer ordering

• LLC ARB accepts LLC requests

• GEBC convey FSB requests into and out  of Tulsa’s unCore

• 200 MHz /  800 MT/ s FSB:  100 M requests/ sec, 6.4 GBy/ sec

• LLC:  280 M requests/ sec, 18.1 GBy/ sec rd, 18.1 GBy/ sec wr

• GDXU:  1.7+  G reads/ sec, 54+  GBy/ sec;  1.7+  G writes/ sec, 54+  GBy/ sec

• SDI :  425 M request / sec, 13.6 GBy/ sec rd, 13.6 GBy/ sec wr
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Tulsa Die Shot

CORE

1 6  MBy
LLC

CORE

unCore

PADS

PADS

Clock
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The Tulsa Per form ance Notes - I

• Clock generat ion and clock dom ain crossing turned out  to be m ore
expensive than or iginally expected
– Nearly 20%  of the unCore’s LLC hit  latency is a result  of clock crossing

– At  least  one snoop stall is t raceable to bus- to-cache clock crossing
– No obvious engineering alternat ive with m ult iple clock dom ains

• The NetBurst replay loop t im e was a challenge to plan for
– The core cache access t im e is synchronized with the replay loop t im e

– The quant ized thresholds m ake it  difficult  for a less t ight ly coupled LLC to 
opt im ize its data access t im e

• I f data delivery m isses a replayed m icro-Op by even one core clock, data 
latency st retches to the next  replay point

– Over the course of the design, the m argin init ially provided was exceeded 
m aking Tulsa suffer an ext ra replay interval for LLC hits
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The Tulsa Per form ance Notes - I I

• Fortunately, a large shared cache has m any salutary effects
– 2005 versions of OLTP applicat ions ( in EM64T)  have considerably larger 

code footprints – playing to the st rength of a big LLC
– The FSB t raffic foregone by LLC com plet ion of core fetches is cr it ical to 

achieving higher perform ance levels by providing “ room ” for I / O t raffic
– The perform ance increase achieved by an LLC provides a significant  

perform ance-per-unit -power (power efficiency)  boost

– Cross-core data sharing is a relat ively sm all com ponent  of overall t raffic, 
but  every bit  helps
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Tulsa Per form ance Results - I

• Tulsa’s opt im izat ion for OLTP – as shown by the m arquee OLTP 
perform ance – exhibit  a nearly 70%  im provem ent  over the previous 
generat ion using the sam e plat form
– Literally a drop- in replacem ent  to achieve this perform ance gain

• This is a rem arkable result  given ...
– Tulsa’s cores have 1 MBy m id- level cache versus the previous generat ion’s 

2 MBy m id- level cache

– The plat form  has rather lengthy idle m em ory latency, m easured on the 
FSB at  about  150 ns ( request  to data delivery)

– Tulsa itself experiences longer m em ory latency (see next  slide)
– The cores on Tulsa operate 13%  faster than the previous generat ion, but  

OLTP perform ance is generally weakly correlated to core frequency)

• Tulsa is also a significant ly lower power part  than Paxville-MP
– Cores operate below 65 W each – a 20%  to 40%  im provem ent  over the 

previous process generat ion



2 1  Aug 0 6   
JDG

The Tulsa  Processor2 3

I NTEL Corporat ion

Tulsa Per form ance Results - I I

• Measured Tulsa character ist ics
– Core to m id- level cache load- to-use t im e:  ~  7.5 ns
– Core to LLC cache load- to-use t im e:  ~  35 ns

• The technology allows a 16 MBy cache to have <  9 ns access t im e
• All of the load- to-use stages and clock crossings cost  a lot

– Core to m em ory ( idle)  load- to-use t im e:  ~  195 ns
• About  15 ns longer than the previous generat ion

– OLTP applicat ions typically experience a 50%  - 60%  LLC hit  rate
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Tulsa Per form ance Results - I I I

• Tulsa’s goal of reducing m em ory latency for 4P OLTP
– 60%  of core requests com pleted on die in about  35 ns
– 40%  of core requests have a 15 ns unCore propagat ion t im e added

• Paxville experiences lengthy FSB latencies from  high ut ilizat ion (~ 90% )
• Tulsa reduces ut ilizat ion of the FSB

– LLC’s on-die com plet ion don’t  reach the FSB
– The Defer Phase sub-bus m ove com plet ing off the request  sub-bus

– Approx effect ive latency for core t ransact ions (4P)

• 60%  *  35 ns +  40%  *  240 ns 117 ns
– This is about  1/ 3 of the 4P Paxville-MP’s effect ive m em ory latency

• This com parison accounts for the latency effects of Paxville-MP’s 2 MBy 
core caches (versus Tulsa’s 1 MBy core caches)
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Tulsa MP Server  Applicat ion Per form ance

*Other names and brands may be claimed as property of others. System Configuration details and/or links to posted 
results in backup. Performance tests and ratings are measured using specific computer systems and/or components and 
reflect the approximate performance of Intel products as measured by those tests. Any difference in system hardware or 
software design or configuration may affect actual performance. Buyers should consult other sources of information to 
evaluate the performance of systems or components they are considering purchasing. For more information on 
performance tests and on the performance of Intel products, visit http://www.intel.com/performance/resources/limits.htm
or call (U.S.) 1-800-628-8686 or 1-916-356-3104.    

Current generation Dual-Core vs Previous generation Intel MP Platforms
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Data Source: Publicly posted results and Intel internal measurement (July 2006).  See backup for links and details.

Com pares Tulsa plat form  to pr ior generat ion I ntel MP plat form  
• Tulsa plat form :  Dual-Core I ntel® Xeon® Processor MP 7140M
• Baseline plat form :  Dual-Core I ntel® Xeon® Processor MP 7041 
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Tulsa Per form ance/ W at t  ( PPW )  Com par ison

Performance/Watt Improvement vs Previous generation Intel MP Platfor ms
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*Other names and brands may be claimed as property of others. System Configuration details and/or links to posted 
results in backup. Performance tests and ratings are measured using specific computer systems and/or components and 
reflect the approximate performance of Intel products as measured by those tests. Any difference in system hardware or 
software design or configuration may affect actual performance. Buyers should consult other sources of information to 
evaluate the performance of systems or components they are considering purchasing. For more information on 
performance tests and on the performance of Intel products, visit http://www.intel.com/performance/resources/limits.htm
or call (U.S.) 1-800-628-8686 or 1-916-356-3104.    

Data Source: Publicly posted results and Intel internal measurement (July 2006).  See backup for links and details.

Com pares Tulsa plat form  to pr ior generat ion I ntel MP plat form  
• Tulsa plat form :  Dual-Core I ntel® Xeon® Processor MP 7140M
• Baseline plat form :  Dual-Core I ntel® Xeon® Processor MP 7041 
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Tulsa Perform ance Scaling by Processor  Count

*Other names and brands may be claimed as property of others. System Configuration details and/or links to posted 
results in backup. Performance tests and ratings are measured using specific computer systems and/or components and 
reflect the approximate performance of Intel products as measured by those tests. Any difference in system hardware or 
software design or configuration may affect actual performance. Buyers should consult other sources of information to 
evaluate the performance of systems or components they are considering purchasing. For more information on 
performance tests and on the performance of Intel products, visit http://www.intel.com/performance/resources/limits.htm
or call (U.S.) 1-800-628-8686 or 1-916-356-3104.    

Data Source: Intel internal measurement (July 2006).  See backup for details.

Com pares perform ance of Dual-Core I ntel® Xeon® Processor MP 7140M ( “Tulsa” )  with 
I ntel E8501 chipset -based plat form  ( “Truland” )  in one, two, and four processor 
configurat ion 
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Conclusion

• An appropriate balance of cache and core resources can achieve 
plat form  perform ance levels far beyond a plat form ’s or iginal design 
targets

• A 2nd order cache benefit  – queuing latency reduct ion afforded by 
fewer t ransact ions – can be a significant  cont r ibutor to overall 
m em ory latency reduct ion and thereby perform ance

• Morals of this team  engineering story:
– Robust  and creat ive engineering can provide m arket - leading perform ance
– As with som e m any things, the m ost  difficult  part  of doing som ething is 

deciding – and com m it t ing – to do it

– Com pact  team s can accom plish great  things
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NetBurst Block Diagram

From  ftp:/ / dow nload.inte l.com / technolo gy/ it j / 2 0 0 4 / volum e0 8 issue0 1 / vol8 iss1 .pdf

Focus of 
Tulsa 

Changes
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Original Netburst  Pipeline

Note that 90 nm Netburst generation “extended the original Pentium 4 
processor pipeline” to a “31-stage pipeline”.  Intel has not made the 
specific pipeline changes public. 
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Bibliography

• ftp: / / download.intel.com / technology/ it j / q12001/ pdf/ art_2.pdf
– Original I ntel Technology Journal Netburst  m icroarchitecture paper

• ftp: / / download.intel.com / technology/ it j / 2004/ volum e08issue01/ vol8
iss1.pdf
– I ntel Technology Journal with updates to Netburst  m icroarchitecture for 

the Prescot t  generat ion ( the next  generat ion, Cedar Mill,  is quite sim ilar)

• Tulsa at  I SSCC 2006 (no on- line link yet )
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Links to Posted Perform ance Results

These publicly pages present  perform ance results for the I ntel®
Xeon® Processor MP 7140M (3.40 GHz, 800 MT/ s FSB, 16 MB L3 
cache)  and describe the system  configurat ion used to obtain the 
results.

• Com pendium  of published performance results
ht tp: / / www.intel.com / perform ance/ server/ xeon_m p/ index.htm

• SPECint * _rate_base_2000
ht tp: / / www.spec.org/ cpu2000/ results/ res2006q3/ cpu2000-20060807-06940.htm l

• SAP*  2- t ier SD  SQL2005*
ht tp: / / www.sap.com / solut ions/ benchm ark/ index.epx

• SPECfp* _rate_base_2000
ht tp: / / www.spec.org/ osg/ cpu2000/ results/ res2006q3/ cpu2000-20060724-06782.htm l

• SPECjbb*  2005
ht tp: / / www.spec.org/ jbb2005/ results/ res2006q3/ jbb2005-20060731-00160.htm l
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Perform ance System  Configurat ions
Perform ance per  W at t  and Proce ssor  Count  Per form ance sca ling

SPECcpu2000 suite:   Com pute- intensive workload focusing on float ing-point  and integer speed and 
throughput .  Perform ance est im ates based on I ntel internal m easurem ent . 

• Baseline Plat form  Configurat ion:  I ntel® SR4850HW4 Server System  (Harwich with 800MT/ s)  using 
4x Dual-Core I ntel® Xeon® Processor MP 7041 (3.00 GHz, 800 MT/ s FSB, 2x 2 MB L2 cache) , 
HW/ ADJSECT PREFETCH= ON, 8GB DDR2-400 (8x1GB PC2-3200R-333) , Microsoft *  Windows*  Server 
2003 Enterprise Edit ion SP1 32-bit ,  benchm ark 1.3 using internally com piled I ntel® C/ C+ +  and 
Fort ran Com piler version 9.1 for 32-bit .

• New Plat form  configurat ion:  I ntel® SR4850HW4 Server System  (Harwich with 800MT/ s)  using 4x 
Dual-Core I ntel® Xeon® Processor MP 7140M (3.40 GHz, 800 MT/ s FSB, 16 MB L3 cache) , 
HW/ ADJSECT PREFETCH ON, 8GB DDR2-400 (8x1GB PC2-3200R-333) , Microsoft *  Windows*  Server 
2003 Enterprise Edit ion SP1 32-bit , benchm ark 1.3 using internally com piled I ntel® C/ C+ +  and 
Fort ran Com piler version 9.1 for 32-bit .
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Perform ance System  Configurat ions ( cont ’d)
Plat form  Perform ance, Per form anc e per  W at t , and Processor  Count  
Per form ance sca ling

Database Perform ance:  OLTP – On-Line Transact ion Processing;  represents the t ransact ion throughput  of 
a database server in a t ransact ion processing client / server environm ent . The experim ent  m easures the 
power and capacity of database software and server hardware using the t ransact ion processing rate.

• Baseline Plat form  Configurat ion:  I ntel® SR6850HW4/ M Server System  (Harwich with 800MT/ s)  using 
4x Dual-Core I ntel® Xeon® Processor MP 7041 (3.00 GHz, 800 MT/ s FSB, 2x 2 MB L2 cache) , 
HW/ ADJSECT PREFETCH= OFF, 64GB DDR2-400 (16x4GB PC2-3200R-333) , Microsoft *  Windows*  
Server 2003 Enterprise Edit ion SP1 x64. 
Storage Configurat ion

– 854 15K RPM Seagate SCSI  disks
– 4 QLE2362 PCI -E QLogic Dual-port  adapters
– 1 QLA2342 PCI -X QLogic Dual-port  adapters

• New Plat form  configurat ion:  I ntel® SR6850HW4/ M Server System  (Harwich with 800MT/ s)  using 4x 
Dual-Core I ntel® Xeon® Processor MP 7140M (3.40 GHz, 800 MT/ s FSB, 16 MB L3 cache) , 
HW/ ADJSECT PREFETCH= OFF, 64GB DDR2-400 (16x4GB PC2-3200R-333) , Microsoft *  Windows*  
Server 2003 Enterprise Edit ion SP1 x64. 
Storage Configurat ion

– 994 15K RPM Seagate SCSI  disks
– 3 QLA 2342 PCI -X QLogic Dual-port  adapters
– 4 QLA 2362 PCI -E QLogic Dual-port  adapters
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Perform ance System  Configurat ions ( cont ’d)
Processor  Count  Per form ance sca ling

Enterprise Resource Planning on 2- t ier:   Workload em ulates a Sales and Dist r ibut ion applicat ion and helps 
ERP. Measured in num ber of concurrent  users supported. Perform ance est im ates based on I ntel internal 
m easurem ent . 

• New Plat form  configurat ion:  I ntel® S3E3134 Server System  (Harwich with 800MT/ s)  using 4x Dual-
Core I ntel® Xeon® Processor MP 7140M (3.40 GHz, 800 MT/ s FSB, 16 MB L3 cache) , HW/ ADJSECT 
PREFETCH= OFF, 8GB DDR2-400 (8x1GB PC2-3200R) , SuSE*  LI NUX*  Enterprise 9 x86_64 SP2 2.6.5-
191-sm p, SAP*  R/ 3 Enterpr ise ECC5.0 SR1 x86_64, Oracle9i*  Enterprise Edit ion release 9.2.0.6.0 
64-bit .  
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Perform ance System  Configurat ions ( cont ’d)
Perform ance per  W at t  and Proce ssor  Count  Per form ance sca ling

SPECjbb* 2005 v1.06:   This workload evaluates the perform ance of Server-side Java Applicat ion. 
Measured in Operat ions Per Second. Perform ance est im ates based on I ntel internal m easurem ent . 

• Baseline Plat form  Configurat ion:  I ntel® SR4850HW4 Server System  (Harwich with 800MT/ s)  using 
4x Dual-Core I ntel® Xeon® processor 7041 (3.00 GHz, 800 MT/ s FSB, 2x 2 MB L2 cache) , HW /
ADJSECT PREFETCH= OFF, 16GB DDR2-400 (16x1GB PC2-3200R) , Microsoft *  Windows*  Server 2003 
Enterprise Edit ion x64 SP1, BEA*  I nternal JRockit *  5.0 64bit , large page enabled, 4 JVM instances.

• New Plat form  configurat ion:  I ntel® SR4850HW4 Server System  (Harwich with 800MT/ s)  using 4x 
Dual-Core I ntel® Xeon® processor 7140M (3.40 GHz, 800 MT/ s FSB, 16 MB L3 cache) , HW 
PREFETCH= OFF/ ADJSECT PREFETCH= ON, 16GB DDR2-400 (16x1GB PC2-3200R) , Microsoft *  
Windows*  Server 2003 Enterprise Edit ion x64 SP1, BEA*  I nternal JRockit *  5.0 64bit , large page 
enabled, 4 JVM instances.
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