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ObjectivesObjectives

 MilliflowMilliflow aggregation systems aggregation systems

–– Voice and other edge systemsVoice and other edge systems

 SoCSoC architecture architecture

–– High-level featuresHigh-level features

–– System dataflowSystem dataflow

 Component architectureComponent architecture

–– Custom coresCustom cores

–– Packet interfacesPacket interfaces

 ResultsResults

–– PhysicalsPhysicals

–– PerformancePerformance

 ConclusionConclusion
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MilliflowMilliflow Aggregation Systems Aggregation Systems

 MilliflowMilliflow aggregation nodes aggregation nodes

–– Aggregate thousands ofAggregate thousands of
milliflowsmilliflows

–– The bandwidth of a The bandwidth of a milliflowmilliflow
is less than one thousandthis less than one thousandth
of the bandwidth of theof the bandwidth of the
aggregate bandwidthaggregate bandwidth

 Stringent constraintsStringent constraints

–– Real time flowsReal time flows

–– Small packet sizesSmall packet sizes

–– System power dissipation isSystem power dissipation is
limitedlimited

 Custom Custom MMilliflowilliflow  AgAggregationgregation
PProcessor (Magpie) for rocessor (Magpie) for VoIPVoIP
systemssystems

–– Experimental  prototype chip,Experimental  prototype chip,
not designed for productionnot designed for production
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Magpie ArchitectureMagpie Architecture
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Magpie High-Level DescriptionMagpie High-Level Description

 Key FunctionalityKey Functionality

–– VoIP (RFC1489), VoATM (I366.2), VoIP (RFC1489), VoATM (I366.2), VoIPoATMVoIPoATM (RFC1483) (RFC1483)

–– RTP(RTCP)/UDP/IP, RTP/AAL2 RTP(RTCP)/UDP/IP, RTP/AAL2 muxingmuxing, AAL5, TCP/IP, AAL5, TCP/IP

–– Jitter buffer algorithms and statistics supportJitter buffer algorithms and statistics support

 PerformancePerformance

–– OC-3 5-ms, 2*OC-3 10 ms, OC-12 20 msOC-3 5-ms, 2*OC-3 10 ms, OC-12 20 ms

 Functional InterfacesFunctional Interfaces

–– 32-bit 66 MHz PCI (v.2.1)32-bit 66 MHz PCI (v.2.1)

–– 16-bit 50 MHz Utopia Level II16-bit 50 MHz Utopia Level II

–– 32-bit 33 MHz 32-bit 33 MHz VxBusVxBus (functionally  (functionally gluelessglueless interface to IXS farm) interface to IXS farm)

 Memory InterfacesMemory Interfaces

–– 64-bit SDRAM interface up to 256MB64-bit SDRAM interface up to 256MB

–– 32-bit ZBT SSRAM interface up to 16MB32-bit ZBT SSRAM interface up to 16MB

 ArchitectureArchitecture

–– Three packet engines, two control cores, DMA enginesThree packet engines, two control cores, DMA engines
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Packet Interface to DSP Farm Data Packet FlowPacket Interface to DSP Farm Data Packet Flow
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DSP Farm to Packet Interface Data Packet FlowDSP Farm to Packet Interface Data Packet Flow
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Instruction Set Class/Instruction Set Class/
Application MatrixApplication Matrix
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Packet Engine ISAPacket Engine ISA

 Bit ManipulationBit Manipulation

–– Header explosion/aggregation, Header explosion/aggregation, EndianEndian rearrange, Bit rearrange, Bit
insert/extractinsert/extract

 Packet Logic and Arithmetic OperationsPacket Logic and Arithmetic Operations

–– Checksums, Checksums, CRCsCRCs, In-place addition, Reg. controlled adds, In-, In-place addition, Reg. controlled adds, In-

place pattern matching, Bit counts, Shift-logic operationsplace pattern matching, Bit counts, Shift-logic operations

 Memory OperationsMemory Operations

–– In-memory copy, Tree/List/Pointer manipulation, Multi-registerIn-memory copy, Tree/List/Pointer manipulation, Multi-register
loads, Byte-aligned operationsloads, Byte-aligned operations

 Program flow controlProgram flow control

–– Predicate-based branches, Hardware Predicate-based branches, Hardware loopdsloopds, Variable-count, Variable-count

loops, Multi-index loops, Multi-way decisionsloops, Multi-index loops, Multi-way decisions

 Multi-instruction linksMulti-instruction links

–– Coordinate control/data instructionsCoordinate control/data instructions
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ISA ApplicationsISA Applications

 Flow associationFlow association

–– CAM emulation, Hash functions, Heap-based look-up, TableCAM emulation, Hash functions, Heap-based look-up, Table
look-up, Tree/List-based look-uplook-up, Tree/List-based look-up

 Payload operationsPayload operations

–– Packetization/CellificationPacketization/Cellification, AAL2 SAR/RTP , AAL2 SAR/RTP MuxingMuxing, Payload, Payload

encoding/encryption, Jitter buffer insertionencoding/encryption, Jitter buffer insertion

 Header OperationsHeader Operations

–– RTP/IP/UDP/ATM Header parsing/assembly, Checksum/CRCRTP/IP/UDP/ATM Header parsing/assembly, Checksum/CRC
calculation/verification, Field updatescalculation/verification, Field updates

 Traffic shaping, flow controlTraffic shaping, flow control

–– Jitter buffer extraction, Calendar queuing, Statistics updates,Jitter buffer extraction, Calendar queuing, Statistics updates,

GCRA algorithms, Hierarchical queuingGCRA algorithms, Hierarchical queuing
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ISA Application ExamplesISA Application Examples

 Checksum for IP/UDPChecksum for IP/UDP

ELOOP //Identifies number of bytes to be loadedELOOP //Identifies number of bytes to be loaded

LSTLST EPLD // Loads data into register fileEPLD // Loads data into register file

SMAD //Single cycle checksum up to 16 bytesSMAD //Single cycle checksum up to 16 bytes

 Tree traversal for flow associationTree traversal for flow association

ELOOP //Controls tree traversal/ELOOP //Controls tree traversal/

LSTLST ETREE //Looks for match/follows appropriate branch/ETREE //Looks for match/follows appropriate branch/NOPsNOPs

 Software SAR for AAL5/AAL2 (I363.2, I366.2, RFC 1483)Software SAR for AAL5/AAL2 (I363.2, I366.2, RFC 1483)

VLOOP //Identifies segment for SARVLOOP //Identifies segment for SAR

LSTLST EMCPY //Copies over dataEMCPY //Copies over data

 ATM Header extractionATM Header extraction

EEXTR //Explodes target data into up to 5 registersEEXTR //Explodes target data into up to 5 registers
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DSP Interface FunctionsDSP Interface Functions
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Queue 7

Network Interface FunctionsNetwork Interface Functions
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Frame 2 flight path
Frame 1 flight path

Packet Engine Application ArchitecturePacket Engine Application Architecture
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Magpie PhysicalsMagpie Physicals

125MHz/125MHz/
4W/~2mW/flow4W/~2mW/flow

Clock Rate/ PowerClock Rate/ Power

625-pin PBGA625-pin PBGAPackagePackage

~10M/~70M/~10M/~70M/

~15.5mmx15.5mm~15.5mmx15.5mm
Gate/TransistorGate/Transistor

Count/Die SizeCount/Die Size

~1M Gates/~1M Gates/
~7.5mmx4.5mm~7.5mmx4.5mm

Packet CorePacket Core
Gates/SizeGates/Size

0.180.18µµTechnologyTechnology

ValueValueParameterParameter
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Magpie PerformanceMagpie Performance

130 130 –– flow association, header flow association, header

replacement, checksum creation,replacement, checksum creation,

state update, packet releasestate update, packet release
Egress actual cycles/functionsEgress actual cycles/functions

90 90 –– flow status check, jitter buffer flow status check, jitter buffer

timing check, packet releasetiming check, packet release
Traffic actual cycles/functionsTraffic actual cycles/functions

170 - flow association, header170 - flow association, header

processing, replacement,processing, replacement,

checksum, flow state updatechecksum, flow state update
Ingress actual cycles/functionsIngress actual cycles/functions

310310Cycles/packet at 125 MHzCycles/packet at 125 MHz

155 Mbps/258 Mbps/403 155 Mbps/258 Mbps/403 KppsKppsAggregate data/packet rateAggregate data/packet rate

64 Kbps/128 Kbps/200 64 Kbps/128 Kbps/200 ppsppsPer flow data rate/packet ratePer flow data rate/packet rate

2016 Flows2016 FlowsTarget throughputTarget throughput

ValueValueParameterParameter
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ConclusionConclusion

 Milliflows Milliflows present at high density flow aggregation nodespresent at high density flow aggregation nodes

–– The bandwidth of the aggregate flow more than 1000 times that ofThe bandwidth of the aggregate flow more than 1000 times that of
component flowscomponent flows

 Systems to service aggregation nodes are required to meetSystems to service aggregation nodes are required to meet
stringent constraintsstringent constraints

–– Real-time service for several thousand component flows under tightReal-time service for several thousand component flows under tight
power constraintspower constraints

 Developed an experimental Developed an experimental SoC SoC IC targeting real-time IC targeting real-time milliflowmilliflow
aggregationaggregation

–– Functional acceleration for primary functions in Functional acceleration for primary functions in VoIP VoIP packetpacket
processingprocessing

–– Results in an effective power-performance trade-offResults in an effective power-performance trade-off

 Thanks toThanks to

–– Sunil Chaudhari, Kumar Ganapathy, Saleem Mohammadali, JonathanSunil Chaudhari, Kumar Ganapathy, Saleem Mohammadali, Jonathan
Liu, Saurin Shah, David Gilbert, T.H. Lu, Sameer Nanavati, JenniferLiu, Saurin Shah, David Gilbert, T.H. Lu, Sameer Nanavati, Jennifer
Donnelly, Carl Donnelly, Carl AlberolaAlberola, , Manoj Manoj MehtaMehta


