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e NPU Definition

e Challen ges & Solutions
e Physical
e Performance

e Flexibility
e Scalability & Re-use
e Puttin g It all to gether — Inte grated NPU
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Context Handling — The Ultimate Bottleneck

Application
Performance
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Challen ges & Solutions




Challenge: Physical Constraints

Packet Arrival Rate
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Networking Optimized Execution Pipeline

Overlappin g Virtual Processors
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10 T1

Task Sel ,_Task Sel _

Fetch Fetch
Decode Decode

Execute

Wr Back

Case Statements and Conditional Jumps do
not cause pipeline breaka ges

Extremely important for deterministic
performance in decision rich data path
processin g




Zero Cycle Task Switching — Hides Latency
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Erequency, Power and Die Area for nlPcores

Technology (um)

Frequency (MHz)

Power Performance
(MIPS/power)

——Die Area Performance
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30 —70 fold increase
iIn NPU performance
ratios in 4 years




Challenge: Scaling Processing Performance

Processor

e Complex software partitionin ¢

\\ e Very sensitive to latency

e Each sta ge must complete within the
e | 4d \4d e | mat smallest packet time

e One stage becomes the bottleneck
e Poor Scalability

e Eventually some sta ges may need to
become parallel

Pipeline — Multi-Sta ge

e Allows simplest pro grammin g model
e Run to completion
e Not sensitive to latency
—> —> e Elapsed time to process a packet can

be very lon g if required
e Highly scalable

e 100’s of tasks, multiple processors

Parallel — Sin gle Stage

AMCE




Multi-Stage — Complex and Inefficient

- pllcatl ’n Code Developer must:
Subdivide
need addt’'l code a|90l’lthm
to stitch each

segment together Load'balance
segments

Stitch
segments
together

COE N\

---0 Performance
---0 issues with:
Netplieziels Netplieziels Netplieziels Underutilized
---0 ---9 cores
---0 ---9
_>

1 segment can
overrun next

Hand-offs
between cores

Locking shared
resources




AMCC: 1-Stage — Fundamentally Simpler

cannot handl e.
An encapsul afion geader i
source-port-i1d and th

Same program image loaded
on each thread

A packet runs to completion boe e B 1. 6

;; retrieve the control connection switch header fromthe

I nPker nel ’
I th d ;; unicast port table.
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Challenge: Elexibility vs. Performance

Solution Solution

Flexibility Efficiency
A N\

NPU
Target
Operating Range

100% 100%
Software Implementation (CPU) Hardware Implementation (ASIC)

AMCE




Solution: Co-Processors
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IHigh Speed Single-Step Packet Classification

Is this a cell or a packet?

*Policy Engine
saves many
instructions
compared

to using RISC
software to

classify packets !
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If-else
(2) -

If a cell,
which type?

B

L2 or L3 packet?

*Policy Engine

also simplifies
programming, making
it modular

*RISC for classification
IS instruction hungry,
not modular
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Efficient Packet Modification & Encapsulation

Transform




Complex Bandwidth Previsiening

* OC-192

* Fixed sub-division of the physical port
* 0OC-192, -48, -12, -3, GE

* Flows are scheduled according to
minimum rate, class of service and
weight at this level

* A collection of flows that have an
aggregate maximum rate

* Pipe ensures that provisioned rate is
not exceeded

» For example - all flows for an
individual subscriber, network or traffic

type

» Smallest scheduled entity
» May have guaranteed minimum bandwidth
* Individually weighted within a pipe




Challenge: Scalability & Re-use

N 640Gbps
(©
160Gbps \«0«\0

®\‘\
Sl of© Today
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DS-3 to OC-48c OC-3 to OC-192c OC-12to 4 x 0C-192

One Code Base
+MPLS +DiffServ +VPN +IPv6

Maximum Software ROI




Solutien: nP. Pregramming Infrastructure

nP

nPkernel

nPdebug

'

nPapplication Ingress Data Alg

0

nPapplication Egress Data Alg

la|pue
eﬁesgpew@idu

E

eﬁégg)gvﬁqdu
Traffic Manager

nPk nPk DB nPk DB nPk DB Stggg/lasfd

Drivers Drivers Drivers Drivers

On Chip Coprocessor

Search
. Coprocessor External Memory




“‘Runtime Libraries”:
Reducin g code custemer must actually write

99+% of total Lines of Code (LOC) are on the control CPU

Next, nPkernel alone provides up to 95% of actual NPU code, i.e.
95% of the 1%

So NPU-resident portion of app often only 100-200 total LOC

AMCC sample app u-code provides most of that 100-200 LOC, all in
some cases

Actual customer-generated code typically much less than 5% of 1% !!

M 5%
CInPkernel

B Application




Putting It all tegether - Integrated NPU

I S I
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CPU Interface
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Summarny.

e NPU Definition — No performance penalty

e Challen ges & Solutions
e Physical — More MHz won't cut it
e Performance — Cannot be at the price of usability
e Flexibility — Doesn’t mean 100% software

e Scalability & Re-use — Any Protocol, Any Speed,
One Architecture

e Puttin g it all to gether
e Avoiding System Problems & Side Effects




