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Abstract: The CaltechMesh-RoutingChips (MRCs) perform
cut-throughpacketroutingon a two-dimensionalmesh. An early
version of MRC was usedin the Symult S2010 Inulticomputer,
and a current version is being used in the Intel Touchstone
project and severalother prototype MIMD systclTIS. The five
input and five outputchannelsincludechannelsto and froIn the
nodeand to andfrorn the four compassdirections. Eachchannel
is byte-wide and self-timed. In 1.2JLffi CMOS, the channels
operateat approximately100MB/s (800Mb/s), and the path-
formation time is approximately50ns per step. The internal
design is self-timed, and is basedon element.arycut-through
routing circuit.s.

Such as:

N nominally identical
cOlnputing "nodes"

The researchon which this talk is ｨ｡ｳＨｾ､ was ｳｰｯｬｬｳｯｮｾ｣Ｑ hy
thc Defcnsc Advanccd ResearchProject.s Agellcy. ｃ｡ｬｴＮＨｾ｣ｨ 's
propriet.aryinterestsin thesechips are ｰ ｲ ｯ ｴ Ｎ Ｈ ｾ Ｈ Ｚ ｴ Ｎ Ｈ ｾ ､ by llla'''kwork
registrationsand patents. ( °1,S



Design Context,cout.inued

PaTt of the 1'out-ing-lIw.'ih ｢｡､［ｽｊｌｬｌＱｉＮｦｾ of thl: S':tJ'll/.ull S,':!(}1()
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"Froutier" Sel'iesof ｍ ･ ｳ ｨ Ｍ ｈ Ｎ Ｈ Ｉ ｵ ｴ ｩ ｮ ｾ Chips (FMIlC)

DcsiV;IWd for ｉ ｉ ｓ ｉ ｾ ill t.lw DARPA-SIH»)Json:d 11l1.d '}'O\lc!Jst,ow:

project.. Also IIS(:<I ill 1I11111crous ｯｴＩｈｾｲ ＨＺｸｰＨｾｲｩｬｊｬ＼ＺｬｬｬＮ｡ｬ MIMD
systeills.

Signal Nurnes

The FMRC COllllects to 10 channels,5 input and 5 output:

Eachchannelis 11 wires. The 110signalshave3-characterHaineS
fonned as:

r Request
a Acknowledge
0 Data bit 0

North n 1 Data bit 1
South s i 2 Data bit 2
East e + 0 + 3 Data bit 3
West w 4 Data bit 4
Node p 5 Data bit 5

6 Data bit 6
7 Data bit 7
t Tail bit
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FMRC, continued

Request/ａ ｣ ｫ ｮ ｯ Ｇ ｕ ｊ ｬ ･ ､ Ｎ ｴ ｊ Ｈ ｾ t.imi·n!J

The request,acknowledge,a.nd da.t.a.signalsconform t.o t.he 2-
cyclesignalingdisciplineshownin figure 7.16of Mea.d& Conwa.y.
(If the requestsignal were a dock, this is a. O-set.up-t.imedevice,
in which the hold tilne is detenninedby the correspollding
acknowledgesignal.)

PacketFormat

A packet may be of any length so IOllg as it includes the
appropriateheader.

Routing

Oblivious, dimension-order,cut-throughrouting on a 2D Inesh.
19-stageinternal queueon the typical internal path.

Performance

In 1.2J.tm MOSIS SCMOS(HP CMOS34)technology,ｾ Ｉ = 50ns,
B = 100MB/s = 800Mb/s. (Bintcrnal ｾ 200MI3/s.)

Area

Core areaof the router is A ｾ 2mm2.
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Sluall-areapacket-routiuglletwo."ks

Caution: Thesell11dticompuf,er ｬ ｬ ｈ Ｇ ｳ ｳ ｡ ｧ Ｈ ｾ Ｍ ｰ ｡ Ｎ Ｚ ..;sillg net.works ｬ ｊ ｡ ｶ Ｈ ｾ

little ill COllllllOIl wit.h loca.l-a.reaor ｷ ｩ ､ ･ Ｍ ｡ ｮ ｾ ｡ Ｎ nd.works.

o In a slna.ll, physically protected cllvirollllwnt, the
channelscan operate a.t very high bandwidths, very
slnall delays,and iUllllcasurably low error rates.

o The networks are ｔ ｬ ｾ ｧ Ｇ ｬ ｌ ｬ ｡ ｔ to penllit simple, fcl..'"it,
algorithmic routing (no routing tables).

o Thenetworksarc diTCctand bidir'cctional to a.llow locality
in the cOlnH1unicationpa.tternsto be exploitcd.

The designof thesesnlall-areapacket-routingnetworksinvolves
Illa.ny lllUtually interdependentdesignchoicesand goals.

Design choices:

o Network topology.

o Flow-control methods.

o Routing methods.

o Deadlock-avoidance.

o Fairness.

Design goals:

o High throughput.

o Low latency.

o High rcliability.

o Low cost.

o ScalalJility.
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Tlw How-cont.rol ｨ ｩ Ｈ ｾ ｲ ｡ ｲ ｣ ｨ ｹ Ｚ

Tlw small delay Oil ｴ Ｎ ｬ ｈ ｾ phy:..;ica.l chanlwl:..;allows ｦ Ｌ ｨ Ｈ ｾ ｮ ｾ ｧ ｬ ｬ ｩ ｡ ｴ ｩ ｯ ｬ ｬ of
illforllmt.ioll flow ill small ullit.s, ｮ ｻ Ｈ ｾ ｲ ｲ ｣ ､ to as How-collt.rol ullit.:..;,
or flits. For exa.mple,the flit in the FM RC is all 8-bit-parallel
dataitem:

c-e'''l!'j t -
......... C(LK v

7'< FIFo <5
d.. tc../ ｉｾ . FJFVt-c. 0, J'"

r \-

The channelcan be consideredto be a queue that conveysa
sequenceof flits. EachHit is acknowledged.If contentionblocks
a channel,thc How is blocked by the queuediscipline.

Flits do not individually carry routing information. A
sequenceof Hits forms a l)(Lcket whose initial Hits are a hcadcT
t.hat carriesrouting information,and whoselast Hit is taggedCl.'"i
the tail.

Fair illt('rleavillg of packet:-;that require t.lw sauwdlalllwi wakes
t1w packet. the dellwlI1.ary Ullit. not. ollly of rout.illg, IJllt also of
lIetwork fainH'ss. Accordillgly, packd,shave a IllctxillJaI lellgth.
.A1cs:o;u.t/cs call ｢ Ｈ ｾ ｃ Ｈ Ｉ ｉ ｉ Ｑ ｊ Ｉ Ｈ Ｉ ｳ Ｈ ｾ ､ of a ｓＨｾｱｉｗｊｬＨｔ of packel,s.
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Cut-throughrout.ing:

The low error rateof the Challllds awl t.he ｦｬｩｴＮＭｬ＼ｾｶ､ flow cOIlt.ro!
allow aggressiverouting ITIethods. It isn't, neccssaryt.o compute
a check sum of a packet before advancingit to the outgoing
channel. In cut-thr'ough routing, an incoming packet. may
advancedirectly to the required outgoing channel as SOOIl as
sufficient headeris read.

For a packet of length L and channelsof bandwidt.h B,
the tilne required to send a packet through a channel is L / B.
Store-and-forwardronting of this packetacrossD channelsthCll
exhibits a network latencyof TS&F = D(L/B). However, if t.he
packetcan be advancedin cut-throughrouting in time Tp , the
network latencyis TCT = TpD + L / B.

Cv'-fh{'NJL
rw/::,'J

COlltelltioll and ､ Ｈ ｾ ｡ ､ ｬ ｯ ｣ ｫ Ｍ ｦ Ｈ Ｇ Ｈ ｾ ･ ､ ｯ ｬ ｮ III cut-throughrout-
Ing:

o Vi7·tufLl C7Lt-thTO'ILqh Toutiny: Revert. to ｈ ｴ ｯ ｮ ｾ Ｍ ｡ ｬ Ｑ ､ Ｍ ｦ ｯ ｲ ｷ ｡ ｲ ､

routing. [Keflnalli and Kleinrock, 1979]

Deadlock-freedoIlliH a.ssuredby the unboundedrCHOllrCCH of
the node.

• ｗｯｲｭｨｯｬｾ routing: I3lock the packet in place. ｛ ｓ Ｈ ｾ ｩ ｴ ｺ 1984,
Dally & Seitz 198G (virtua.l channels)].

Deadlock-freedomcan he assured by eliminating cyclic
dcpenocnciesin the routing relations.

For ITIeshes(incluoing hypercubes),cyclic dependenciescan
be elirninatedby dimension-order(e-cube)routing. [Lang &
Seitz1981]This approachrestrictsthe routeto a uniquepath
(oblivious routing), but preservespacketorderand performs
well with little buffering in the network.

* Adaptive cut-thnJ'llgh routing: I3e willing to misrollte the
packet.. If possible,advaw:ethe packet into a dltulIld t.hat.
brings it cloHcr to its destination,but if all such chamwls
are ｢ ｬ ｯ ｣ ｫ Ｈ ｾ ､ Ｌ divert the packet into an unprofitablechannd.
[Ngai & Seitz 1989]

Deadlock-freedomis assuredby the equalin- and Ｈ Ｉ ｉ ｬ ｴ Ｎ Ｍ ､ Ｈ ｾ ｧ ｲ ･ ･

of the Betwork; however,a progressarglJIllcnt. is ｮ｜ｱｬｬｩｮｾ､Ｎ
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Topology Ｍ ｾ why a 2D llicsh'!

A 20 Inesh is a. perfect. lit t.o plallar packagillg techllologi('s. 1t.
happensalsoto be nearlyopt.imal with respect.t.o packd ｬ ｡ ｴ Ｎ Ｈ ｾ ｬ ｬ ＼ ［ ｙ Ｎ

Considerthe family of N -node,d-dilllellsiollal (hidirect.ioual)
meshes,ｎ ｾ ｸ ｎ ｾ ｸ ｎ ｾ x ... (d tilues), 1 ｾ d ｾ log2 N. Fix the
wi1'e bisectionat N /2 wires ill eachdirection; the wire bisection
governs the throughput when packets are sent to randornly
selecteddestinations,and also influencesthe cost.

The bisection is N
d
-/ channels. If b is the Lalldwidth

of a single wire, the bandwidth allowed on eaeh challlld is
B = Ｈ｢ＯＲＩｎｾＮ The averagedistancein the d-dilnensionallnesh
is ｾ､Ｈｎｾ - ｎＭｾＩＮ

What value of d provides the IQwest worst-clLse-lLvwrage-
distance latency with cut-through routing? III practice, ｾ Ｌ ｾ

2/b, yielding TCT ｾ Ｈ ｬ Ｏ ｢ Ｉ Ｈ ｾ ､ ｎ ｾ + ＲｌｎＭｾＩＮ For L = 256 Lits:

Dilllellsiow-i
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