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Speech Recognition

Natural Language Processing

Robotics

Computer Vision

Percentage of operations in different layers

Amdahl’s law motivates moving Convolution

and Fully-Connected layers to analog domain

Our Approach: Enabling analog computing

via wide, interleaved, and bit-partitioned
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(a) Bit-Partitioning Multiply-Accumulation

arithmetic

(b) Bit-Partitioned Vector 

Rearrangement

(c) Wide Bit-Partitioned 

Vector Dot-Product

(a) Clustered Architecture (b) Accelerator Core (c) Mixed-Signal Bit-Partitioned MACC
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Switched-Capacitor design enables storage of 

the intermediate results over multiple cycles 

and reduces A/D conversion rate.

4.9x speedup and 2.4x energy reduction 

over TETRIS an optimized 3D-stacked fully-

digital accelerator for DNNs.

Energy reduction breakdown of 

BIHIWE compared to TETRIS.

BIHIWE delivers 66.1x Performance-per-Watt 

compared to Nvidia Titan Xp while running 

1.7x faster.

BIHIWE has no virtual impact on the 

accuracy of the DNN models.


